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Abstract 
  

This paper presents robot safety related facts and figures along with the most 
useful seven safety analysis methods. The methods are failure modes and effect analysis, 
fault free analysis, Markov analysis, probability tree analysis, technic of operation 
review, hazards and operability analysis, and nuclear safety cross-check analysis. The 
application of the two most widely used methods (i.e., fault tree analysis and Markov 
analysis) is demonstrated by solving two robot safety-related problems. 

 
INTRODUCTION 

 
Robots are increasingly being used in the industry to perform various types of 

tasks: material handling, arc welding, spot welding, etc. 
The history of robots/automation may be traced back to the ancient times when 

the Egyptians built water-powered clocks and the Chinese and Greeks built water- and 
stream-powered toys. Nonetheless, the idea of the functional robot originated in Greece 
in the writings of Aristotle (4th century B.C.), the teacher of Alexander The Great, in 
which he wrote: “If every instrument could accomplish its own work, obeying or 
anticipating the will of others…” [1]. 

In 1920, Karl Capek (1890-1938), a Czechoslovak science-fiction writer first 
coined the word “robot” and used it in his play entitled “Rossums Universal Robots” 
which opened in London in 1921. In the Czechoslovakian language, robot means 
“worker”. 

In 1954, George Devol [2] developed a programmable device that could be 
considered the first industrial robot. Nonetheless, in 1959, the first commercial robot was 
manufactured by the Planet Corporation and Japan, today the world leader in the use of 
robots, imported its first robot in 1967 [2]. In 1970, the first conference on industrial 
robots was held in Chicago, Illinois, and five years later (i.e., in 1975), the Robot Institute 
of America (RIA) was founded. 
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In 1985, the Japanese Industrial Safety and Health Association (JISHA) 
developed a document entitled “An Interpretation of the Technical Guidance on Safety 
Standards, etc. of Industrial Robots” [3]. 

Six years later, in 1991 a book entitled “Robot Reliability and Safety” was 
published and it presented a comprehensive list of publications on robot safety in addition 
to the important aspects of robot safety [4]. 

Over the years a large number of publications on various aspects of robot safety 
have appeared. Ref. [5] provides a list of these publications up to 2002. Robot safety may 
be interpreted in many different ways including preventing the robot from damaging its 
environments, particularly the human element of that environment or simply preventing 
damage to the robot itself [6]. 

 
ROBOT SAFETY RELATED FACTS, FIGURES, AND 
EXAMPLES 

 
Some of the facts, figures, and examples concerning robot safety directly or 

indirectly, are as follows [7]: 
• There are around one million robots in use world wide [8]. 
• In the mid-1990s, the total annual world robot market was estimated to be 

around $6 billion with an average price of a robot being approximately 
$82,000 [9]. 

• In 2000, there were a total of a 97300 unintentional injury deaths in the 
United States and their total cost was estimated to be around $512.4 billion 
[10]. 

• The first robot-induced fatal accident occurred in Japan in 1978 [11]. 
• For the period 1978-1984, there were at least five fatal accidents involving 

robots: four in Japan and one in the United States [12]. 
• The first fatal robot-related accident occurred in 1984 in the United States 

[13]. 
• For the period 1978-1987, there were a total of ten robot-related fatal 

accidents in Japan [14]. 
• In 1987, a study of 32 robot-related accidents in Japan, the United States, 

West Germany, and Sweden revealed that line workers were at the greatest 
risk of the injury followed by maintenance personnel [15]. 

• A study reported that around 12-17% of the accidents in industries using 
advanced manufacturing technology were related to automated production 
equipment [12, 16]. 

• A material handling robot was operating in its automatic mode and a worker 
violated safety devices to enter robot work cell. The worker got trapped 
between the robot and a post anchored to the floor. Consequently, the worker 
was injured and died a few days later [4,17-18]. 
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• A maintenance person climbed over a safety fence without turning off robot 
power and performed tasks in robot work zone while it was temporarily 
stopped. When the robot recommenced operation, it pushed the person into a 
grinding machine and the person died, subsequently [4, 17-18]. 

 
SAFETY ANALYSIS METHODS 

 
Over the year various analysis methods have been developed in many areas of 

engineering including safety, reliability, and quality. Seven of these methods considered 
most useful to perform robot safety analysis are presented below [4, 19-20] 

 
1. Failure Mode and Effect Analysis (FMEA) 

 
FEMA is an important tool to evaluate system design from the reliability and 

safety angle. Originally, the method was developed in the early 1950s to evaluate the 
design of flight control systems [21]. The FMEA approach demands listing potential 
failure modes of each and every component on paper and their effects on the listed 
subsystems, system, and the surroundings. The following steps are associated with 
FMEA: 

• Establish analysis scope. 
• Collect data. 
• List all possible failure modes, the identification, and description of each 

component. 
• Assign failure rate/probability to each identified failure mode. 
• List each failure mode effect or effects on subsystem, system, and so on. 
• Enter appropriate remarks for each failure mode. 
• Review each critical failure mode and take appropriate corrective measures. 
The method is described in detail in Ref. [20]. 
 

2. Hazard and Operability Analysis (HAZOP) 
 
HAZOP was originally developed for use in the chemical industry. HAZOP helps 

to identify problems prior to availability of full data concerning a product/system. The 
approach calls for the formation of a team made up of knowledgeable members with 
varying backgrounds, and in turn, the team brainstorms about potential hazards. An 
experienced individual chairs the team and serves as a facilitator during brainstorming 
sessions. The following basic steps are associated with the HAZOP technique [22]: 

• Choose the system/product to be analyzed. 
• Establish a team made up of appropriate members. 
• Describe the HAZOP process to all individuals forming the team. 
• Set goals and time schedules. 
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• Conduct brainstorming sessions as appropriate. 
• Document end results. 
One major drawback of the HAZOP approach is that it does not take into 

consideration human error in the final equation. 
 

3. Technic of Operations Review (TOR) 
 
Just like in the case of HAZOP, TOR seeks to identify systemic causes rather 

than assigning blames. TOR allows management and workers to work jointly to perform 
analysis of workplace accidents, incidents, and failures [23]. 

This safety analysis technique is not new; it was developed by D.A. Weaver of 
the American Society of Safety Engineers (ASSE) in the early 1970s.  

TOR, basically, is a hands-on analytical methodology developed to determine the 
root system/product causes of an operation malfunction. The technique makes use of a 
worksheet containing simple terms requiring yes/no decisions. The basis for activating 
TOR is an incident occurring at a certain time and place involving certain individuals. 
The strength of the technique comes from involving line personnel in the analysis, and its 
weakness stems from the fact that it is designed as an after-the-fact process. The 
following steps are associated with the method: 

• Form the TOR team containing appropriate members. 
• Conduct a roundtable session for the purpose of departing common 

knowledge to all team members. 
• Highlight one crucial factor that played an important role in the occurrence 

of accident/incident. This factor must be the result of team consensus and 
serves as an initial point to further investigations. 

• Use the team consensus to respond to a sequence of yes/no options. 
• Carefully evaluate the identified factors and ensure the existence of 

consensus among the team members. 
• Prioritize the contributing factors. 
• Establish corrective/preventive strategies with respect to each contributing 

factor. 
• Implement strategies. 

 
4. Nuclear Safety Cross-Check Analysis (NSCCA) 

 
This is comprehensive software safety analysis method originally developed to 

meet the requirements of the United States Air force entitled “Nuclear Surety Design 
Certification for Nuclear Weapon System Software and Firmware” [23]. The method 
consists of an adversarial approach with the objective of showing a high degree of 
confidence that the software will not cause an undesirable event. The NSCCA is 
composed of two main components: technical and procedural. The purpose of the 
technical component is to ensure that system safety-related requirements are fully 
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satisfied. Similarly, the purpose of the procedural component is to provide effective 
protection and security for critical software elements. 

The technical component analyzes and tests the software under consideration. 
First, the degree to which each software function affects safety goals is assessed and then 
the software is broken-down to the lowest-level functions. All these lowest-level 
functions are reviewed and the ones that do not affect critical events are not reviewed 
again. A critical matrix is established by plotting software functions against safety 
objectives. Each matrix cell assigns influence rating categorized into three levels: high, 
medium, or low. Furthermore, each software function is assigned recommendations for 
applicable evaluation methods. 

The procedural component is concerned with security and control measures, in 
which factors such as background investigations for personnel clearances, facility 
security, configuration control and document security, and product controls are instituted. 

All in all, this is a useful method for assuring that the system software has no 
incorrect design, programming, fabrication, or application that may result in unsafe 
conditions. 

 
5. Probability Tree Analysis 

 
This is one of the main techniques for human reliability analysis. Success or 

failure of each critical human action or associated event is assigned a conditional 
probability. The outcome of each event is represented by the branching limbs of the 
probability tree. The total probability of success for a particular operation is obtained by 
summing up the associated probabilities with the end point of the success path through 
the probability tree diagram. This technique, with some refinement, can include factors 
such as time stress, emotional stress, interaction stress, interaction effects, and equipment 
failures. 

Some of the advantages of this technique are as follows: 
• It serves as a visibility tool. 
• The mathematical computations are simplified, which in turn decrease 

the probability of occurrence of errors due to computation. 
• The human reliability analyst can estimate conditional probability 

readily, which may otherwise be obtained from the complicated 
probability equations. 

The method is described in detail in Ref. [20]. 
 
 
 
 

6. Fault Tree Analysis (FTA) 
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FTA is a useful tool that can be employed to predict and prevent accidents. The 
method was originally developed at the Bell Telephone Laboratories to analyze the 
Minuteman Launch Control System with respect to reliability and safety in the early 
1960s. 

FTA may be described as an analytical methodology that uses graphic symbols to 
visually display the analysis process. Fault tree analysis begins by identifying an 
undesirable event, known as the top event, associated with a system. The events that 
could cause the occurrence of the top event are generated and connected by logic 
operators such as AND and OR. Thus, the fault tree itself is the logic structure relating 
the top event to the basic or the primary events. The basic principle underlying the 
construction of a fault tree is successively asking the question, “How could this event 
occur?” 

Four basic symbols used in the construction of a fault tree are described below: 
• AND gate (The symbol with a dot in middle in Fig. 1): This denotes that an 

output fault event occurs if all the input fault events occur. 
• OR gate (The symbol without a dot in middle in Fig. 1: This denotes that an 

output fault event occurs if any one or more of the input fault events occur. 
• circle: This denotes a basic fault event or the failure of an elementary 

component. 
• rectangle: This denotes a fault event that results from the combination of 

fault events through the input of a logic gate. 
A safety-related fault tree may be developed through following four steps: 
• Decide on the top event accident/incident to be investigated. 
• Identify the non-top event accidents/incidents/faults that may cause the top 

event to occur and assign appropriate symbols. 
• Move downward through successive steps until basic fault/accident/incident 

events are identified. 
• Review the end fault tree and make appropriate recommendations. 
A detailed description of FTA is provided in Reference [20]. 
Example 1 
Develop a fault tree, using the above four symbols, for the occurrence of a 

robot accident involving a human, which it caused by sudden robot movement. Fig. 1 
shows the fault tree for Example 1. 
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Fig. 1 ault tree for the top event: robot accident due to sudden robot movement 
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Markov sis is a powerful reliability and availability analyses method named 
after a Russian mathematician. The method can also be used to perform various types of 
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